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n Problems
Ø As a fine-grained classification task, aspect-level sentiment classification aims at

determining the sentiment polarity given a particular target in a sentence.
Ø The key point of this task is to distinguish target-related words and target-

unrelated words. To this end, attention mechanism is introduced into this task,
which assigns high attention weights to target-related words and ignores target-
unrelated words.

Ø However, existing work not explicitly take into account the position information
of context words when calculating the attention weights.

n Our goal
Combine position information and attention mechanism explicitly. We get the 

position distribution according to the distances between context words and target, 
then leverage the position distribution to modify the attention weight distribution to
get a more reasonable attention weight distribution. 

n Our contributes
Ø We propose a novel approach to explicitly use position information: leverage the 

position distribution to adjust the attention weight distribution. 
Ø We explore a variety of ways to utilize position information and introduce CNN 

to replace LSTM for capturing local n-gram feature more effectively. 
Ø Our approach achieves comparable performance on two public benchmark 

datasets Restaurants and Laptops from SemEval 2014. 
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Our Approach 
On one hand, we also use the standard attention mechanism to calculate the weight 

of each word and get the attention weight distribution. On the other hand, we use the 
distances between context words and target to get the position distribution. Then, we 
calculate the difference between attention weight distribution and position distribution, 
and add it to the classification loss as a penalty. 

During the training process, model will adjust the original attention weight 
distribution to reduce the difference between it and the position distribution, and 
finally reaches a balance between classification error and distribution difference. The 
Fig.1 shows the above process. Actually, we explore multiple ways to calculate the 
position distribution and the difference between position distribution and attention 
weight distribution. 

Considering that sentiment polarity is usually represented by a phrase, we used 
CNN to replace LSTM to capture local n-gram feature. Similar to textCNN, we also 
apply the CNN on word embeddings. The difference is that we will first adjust the 
word embeddings with the adjusted attention weights to eliminate the information of 
target-unrelated words, then use CNN to get the final sentiment polarity. 

n Datasets
We perform experiments on SemEval 2014 which includes two datasets: Laptop 

and Restaurant. Each sample in the datasets consists of a sentence, a target and the 
corresponding sentiment polarity. Table1 shows the statistic results of the datasets. 

n Experimental Results and Analysis 
Table 2 shows the experimental results of our proposed model and other baseline 

models. We call our proposed basic model as LAC-Pos, which means LSTM-
Attention-CNN-Position. LAC-Pos-N-AD means basic LAC-Pos equipped with 
normalized position distribution and using absolute difference to calculate the 
difference between position distribution and attention weight distribution.

From Table 2 we can observe that our approach outperforms all the compared 
approaches on both Laptop and Restaurant. And the performances among all the LAC-
Pos variants are very close which demonstrates that our approach is robust, 
generalized and not limited to specific methods of calculating position distribution and 
calculating the difference.

n Case Study 
In this part, we take a case to show the effectiveness of our method. Figure3 shows 

two heat maps of attention weights from LAC and LAC-Pos-N-AD respectively. The 
attention weights are both transformed into between 0 and 1 which indicates how 
much information should be preserved for every word. The weight of each word is 
visualized by the color depth where the redder the color, the greater the attention 
weight. 

Conclusion  

In this paper, we analyze the importance of position information in aspect-level 
sentiment classification and propose a novel approach to combine position 
information and attention mechanism: leverage the position distribution to modify the 
attention weight distribution. Then we use the adjusted attention weights to adjust the 
word embeddings and apply CNN on the weighted embedding matrix to capture the 
local n-gram features for sentiment classification. We perform experiments on two 
datasets of SemEval 2014 and the experimental results show the effectiveness of our 
model. 


