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ABSTRACT
In this paper, we propose a novel method named Translation Correcting to solve 
the problem that applying the Machine Translation (MT) model to Chinese Word 
Segmentation (CWS) task would introduce translation errors and get a new model 
named CWSTransformer. Translation Correcting eliminates translation errors by 
utilizing the information of a sentence that needs to be segmented during the 
translation process. Consequently, the performance of word segmentation is 
considerably improved. 

.

INTRODUCTION
Chinese Word Segmentation (CWS) has been widely researched recently, and 
most commonly used method is to treat CWS as a sequence labeling problem, or 
consider the context within a fixed window using deep neural networks.  

Recently, A new idea to treat CWS as a Machine Translation (MT) task has been 
proposed with structure in the figure. Because of the characteristic of MT, during 
the process of translation, it will make the determination of the next predicted 
character unclear and result in an incorrect character. To solve this problem, some 
researchers utilize a MT model with post-editing method to solve CWS. This 
method can only correct some incorrect translated characters but not incorrect 
segmentation results. we propose a novel method named Translation Correcting to 
correct the translation results at each step and obtain a new model 
CWSTransformer by improving the MT model with the new method.

.

METHODOLOGY
Using Translation Correcting to improve the MT model Transformer, we obtain a 
new CWS model, CWSTransformer. The architecture of the CWSTransformer is 
shown in the left Figure. This model is based on an encoder-decoder framework, 
where both the encoder and decoder are composed of stacked blocks.

The translation process of CWSTransformer is shown in the right Figure. 
Translated sentence is generated step by step. The model uses the generated 
sentence to predict the next translated character at each step and the translation 
correcting method to correct the error.

The details of the translation process can be formalized into algorithm. 

In the algorithm, steps 4 to 10 show the translation process. After we select the 
character with the highest probability as the result of translation 𝑙𝑎𝑠𝑡_𝑡𝑜𝑘𝑒𝑛 at step 
6. To correct the result, if the 𝑙𝑎𝑠𝑡_𝑡𝑜𝑘𝑒𝑛 is not segmentation character 𝑖𝑛𝑑𝑒𝑥𝑠𝑒𝑔, 
we set the 𝑙𝑎𝑠𝑡_𝑡𝑜𝑘𝑒𝑛 to the character at 𝑝𝑜𝑠 in 𝑆𝑜𝑟𝑖𝑔 and move 𝑝𝑜𝑠 one step 
forward. After that, we append 𝑙𝑎𝑠𝑡_𝑡𝑜𝑘𝑒𝑛 to 𝑆𝑠𝑒𝑔. We repeat the translation 
process until we encounter the end symbol and get the result of CWS.

RESULTS && DISCUSSION
To evaluate the performance of CWSTransformer, we use the performance of the 
CWS tool Jieba on the benchmark datasets as the baseline. Then we compare the 
performance of previous translation-based CWS model, Transformer-1 (1 encoder 
block, 1 decoder block), CWSTransformer-1 (1 encoder block, 1 decoder block), 
and CWSTransformer-3 (3 encoder blocks, 3 decoder blocks) on the PKU and 
MSR datasets. We show the datasets and the result of scoring below.

The experimental results show that the performance of CWSTransformer is 
superior to Transformer and previous translation-based CWS model. By observing 
the correction results of post-editing in the referenced model and Translation 
Correcting on PKU dataset, we find that Translation Correcting can not only correct 
the translation errors of characters, but also correct the segmentation errors. An 
example is shown in the Table.

This verifies the validity of Translation Correcting.

Experiments also show that the increase in the number of encoder and decoder 
blocks improves the segmentation performance of CWSTransformer. Limited by 
resources, we could only evaluate a version of CWSTransformer containing 3 
encoder and 3 decoder blocks. 

CONCLUSION
This paper proposes an effective method for applying the MT model to a CWS 
task. This method can be applied to any MT model. Using this method, we improve 
the MT model Transformer and obtain a new CWS model, CWSTransformer. The 
experimental results show that CWSTransformer obtained by Translation 
Correcting corrects some translation errors in Transformer, thereby improving the 
word segmentation. CWSTransformer outperforms the CWS models proposed in 
previous studies. However, because of limited resources, we did not use a version 
of CWSTransformer containing more encoder and decoder blocks to conduct the 
experiments; thus, the performance of the model is limited in the experiment. In 
future works, we will try to improve CWSTransformer, which can use fewer 
resources to achieve better results .


