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Introduction

Motivations Dataset

1) Domains like social media lack large-scale labeled datasets, which « MSR: the labeled out-of-domain corpus,
.renders NER for social media a challenging task. The text in sogial media proposed by the sixth SIGHAN Workshop ?[;1 l::-f.itinns f:;; sz.].:-q -iF‘:;:;ty
1s ungrammatical and contains nonstandard orthography and noises. on Chinese language processing. Three T Ta65 152.601 6181

2) Domain adaptation approaches can learn from multiple datasets of NER types: PER, LOC and ORG. veibo Train 2000 119,714 18092
diverse. * Weibo: the labeled in-domain corpus, Weibo Test L000 (50,336 |744

. . Weibo Unlabeled| 1,000,000 Weibo posts
3) Language models can learn general representations from unlabeled in- released by Peng and Dredze (2015). Four == - - :
domain data. NER types: PER, LOC, ORG and GPE.  Table 1: Statistics of the out-of-domain
. . GPE tvpe is chaneed to ORG to make and in-domain data.*We regard each
Contributions P . g . Weibo post as a sentence.
. _ sure that entity types of both domain are
1) We propose a novel neural model for domain adaptation of NER whose the same.
building blocks are domain adversarial training and language modeling.
Experiments on Chinese social media data show the effectiveness of the Baseline Models
model
2) To experiment with a bigger Chinese NER corpus in social media, we BiLSTM-CRF- a BiLSTM-CRF model trained on labeled out-of-domain
expand a previously released dataset and render the new corpus publicly OOD training data (MSR training data)
available for research in this direction. BiLSTM-CRF- a BiLSTM-CRF model trained on labeled in-domain training
Example ID data (Weibo training data)
4 /PER] M i . i 8 [4L ¥ /LOC) & L[# % /PER . . . . .
16 ot R Toditoos e R/ BiLSTM-CRF- a BiLSTM-CRF model trained on the combination of labeled
Chenxiong Weibo: please explain Beijing electrician Merge OUt-Of—dOmain and iIl-dOmaiIl training data
lacli Weibo passer Thin Camel toudil968
Figure 1:An example of Weibo posts annotated with named entities (highlighted in blue). Results S}rstems-l- Precision Recall F1
1. *+DA denotes the model which ::?DDD igg 2?’*513 i?é
Approach consists pf BiIOJS.TM-CRF and domain .. ge A7 4 193 44.7
— - Bidirectiona adversarial training. «+DA 50.0 414 453
Discriminator Language Model .
Overview e (OO0 6O ole 2. *+DA+LM refers to the model with «+DALIM  55.9 46.2  50.6
— ORC domain adversarial training and
SR CNNMaxPoo Table 2: Results of the baseline systems and

1) The dChaI‘ embedding is used to represent | | | ] language models being combined with oyr models on the in-domain test set. Here the
words 1n corpus. ‘ - ij;‘j" BLS% Aya "i"a:;mw@ k BiLSTM-CREF. symbol * refers to Bi-LSTM CRF.

2) Bi1LSTM on the left 1s used as common L @?‘@ e *? ¢ J . Femece v Vg Ot of e 05 Prfomance withVarying - domanda
representations between domains and the e L BLST-CREALD M ] 6 ! | o st o —— |
one on the right 1s used to learn private L. (=) - .J o ) a 1wt |
representations. , : : i

F1
F1

. Figure 2: Architecture of our neural network
3) A CRF network on the basis of the tWo  model for NER domain adaptation. o 1
BiLSTM representations is used for the SRR 0 el “ /\/
. . . . R / N / ) ] O 4 r 7
purpose of recognizing named entities. \/ \/ \/ \'/ S 2
.AQL 40 ' : : 32

4) BldlreCtlonal language mOdels are 7“7.V" \.v‘ -(r )'“'(. B-LOC 5K 10K _20|( 40K all 200 500 | 1000 1500 2000
1 A\.JA’A\ \. IA’A\. I-PER Out-of-domain Instance Number In-domain Instance Number

effective as an auxiliary objective for ‘i‘i’/\<"¢“\( - . L . .
seauence labelin 1y 00 3 g A A G Figure 4: Varying sizes of labeled out-of- Figure 5: Varying sizes of labeled in-domain
9 . g ' o o FR R FR domain training data training data
5) Domain-adversarial training 1s used to ] . N
encourage the common BiLSTM to be s Error analysis B
domain-agnostic. . - = 2 System  CO BC CR NC CA All
6) Loss of three components are combined | - Base 73 58 14 162 36 343
Figure 3: Illustration of bidirectional LSTM-CREF. +DA 62 51 11 136 37 297
together as the overall loss. " DA+LM 70 36 7 129 31 273 .
L 0SS = L CRF T )\ 1 L DA T )\2 L LM Table 3: Effect of our models changing the NO-CROSS
. . o o numbers of errors of each error type: : . C e
Domain-Adversarial Training CONTAIN(CO), BE-CONTAIN(BC), CROSS(CR). Elgtpre g. g;iosr Ttﬁ)eé IE{HI;d l\t/ilelrs dlsttrlll—
. . . NO-CROSS(NC), CATEGORY(CA ution by Bi -Ab-vicrge oh the
1) The first layer is a convolutional neural network and BiLSTM outputs. (NO (C4) Weibo test.
2) The vectors from the previous layer are concatenated and forwarded to the , 3005 S o -
. . . . . = Bl B D o s = o
domain discriminator through the gradient reversal layer. 2 200 zZ &3 £ &
= E 200 E 200
3) The discriminator 1s implemented as a single fully-connected neural £ 100 @ = 100 = 100
= 5 ~ = » g 20 3
network. Z éﬂ ~ 2 gﬂ ~ Z = o o
0 1 2 0 1 2 0 1 2
4) The loss function of the domam classifier 1s formulated as 00 Correct [ 0 Wrong B8 Correct 1 Wrong B8 Gorrect 18 Wrong
BiLSTM-CRF BiLSTM-CRF+DA BiLSTM-CRF+DA+LM

LDA = z{f."ﬂ'q

Figure 7: Correct and wrong prediction numbers in different entity lengths of different model. The x
coordinates 0, 1, 2 refer to the length ranges of [1,4], [5,8], and [9,12], respectively.

Conclusion

1) We proposed a novel neural network model for domain adaptation of named entity

To k radient from lancuase model consistent with the other t recognition in Chinese social media.
3) Tokeep gradic 0 guage model consistent w © OUET WO 2) The proposed model can learn from labeled out-of-domain data, labeled in-domain data, and

components. We first train language models with a relatively big learning unlabeled in-domain data
rate. Then we learn the three objectives with a smaller learning rate. 3) Results showed that the proposed approach could improve over the baselines significantly.

Training strategy

1) For BILSTM-CREF, labeled in-domain and out-of-domain data are used
together to optimize 1its objective. We assign labeled in-domain data to the
positive class and labeled out-of-domain data to the negative class.

2) Language models are trained on unlabeled in-domain data.
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