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Contributions

The proposed method

Fig.1 Our method applied on MNIST performs targeted attacks. The generated images in each row have all labels in order except 
its original label.(For example, in the first row for 0, adversarial images are listed with targeted label 1-2-3-4-5-6-7-8-9.) 

Experiments

Ø White-box attack on MNIST, T and K are different CNN structures.

Ø Transferability of different methods on MNIST dataset.

1. Forward Derivative Local Attack

2. Modeling for Loss Function

Ø The effect of WINSIZE on total perturbations on MNIST.

3. Algorithm
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