
Conclusion
We explore novel sparse LSTM networks in which the activations of 
the output gates are sparsified. This reduces the amount of 
information that is passed on for further processing, while not 
impacting on the memory of the LSTM cells. Experiments were 
conducted on three tasks including language modeling and image 
captioning. The proposed method obtains better performance on all 
tasks at lower computational costs. 
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Abstract
Long Short-Term Memory (LSTM) is a powerful recurrent neural 
network architecture that is successfully used in many sequence 
modeling applications. Inside an LSTM unit, a vector called “memory 
cell” is used to memorize the history.
Another important vector, which works along with the memory cell, 
represents hidden states and is used to make a prediction at a 
specific step.
Memory cells record the entire history, while the hidden states at a 
specific time step in general need to attend only to very limited 
information thereof. Therefore, there exists an imbalance between 
the huge information carried by a memory cell and the small amount 
of information requested by the hidden states at a specific step.
We propose to explicitly impose sparsity on the hidden states to 
adapt them to the required information. 
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Method
In order to impose sparsity, we introduce an L1-norm loss term over 
the output gate at layer l as 

Experiments

The updating function for w via stochastic gradient decent (SGD) is 

• Language Modeling
The language modeling experiments are conducted on the Penn 
Treebank dataset. We use the PyTorch implementation of the 
publicly available baseline model4. The distribution of the output 
gates o in the baseline model is shown bellow.

The results are shown in Table 1. All the models are trained 
from scratch in the same setting with the baseline. “Test 
Perplexity” denotes the perplexity on the test set; lower is 
better. 

Our method can be embedded into ISS easily by adjusting ξ to 
control the output width. The experimental results are listed bellow

• Image Captioning
We experiment our methods with the image captioning model 
Google NIC as a baseline. The model is trained and evaluated on 
MSCOCO, which is a widely used benchmark for image 
captioning. The results are shown bellow.
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