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Introduction

• The state-of-the-art NER methods based on LSTM fail to fully exploit GPU parallelism. 

• Although a novel NER method based on Iterated Dilated CNNs can accelerate network computing, it tends to 

ignore the word-order feature and semantic information of the current word.

Problem

Contributions

• Position Embedding is utilized to fuse word-order information.

• ID-CNNs architecture is used to rapidly extract global semantic information.

• Attention mechanism is employed to pay attention to the local context

Methods(Network)

• Compared with the ID-CNNs-CRF, our method obtains improvements of 5.95%, 7.48% and 7.08% in 

Precision, Recall, and F1-score, respectively.

• The model we proposed is 22% faster than the Bi-LSTM-CRF.
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• The extraction module of the word representation.

• A Dilated CNN block. The Input is a sequence of texts, each of which is the word representation of Fig.1.

• Attention-based ID-CNN-CRF architecture. We stack 4 Dilated CNN blocks, each as shown in Fig.2.

Experimental Results

• Our attention-based ID-CNNs-CRF outperforms 

the prior methods for most metrics, as shown in 

Table 3.

• For most categories, the model we proposed is 

significantly better than the Bi-LSTM-CRF. For 

example, it has a slightly high F1-score (2.59% on 

Body and 5.66% on Description in CCKS2018) than 

the Bi-LSTM-CRF model.

• The model we proposed 

is 22% faster than the 

Bi-LSTM-CRF in the 

test time.


