
Fig. 2: Comparison of the methods using Matthews Correlation Coefficient (MCC) 
criterion on abrupt datasets with Naive Bayes (a) and Hoeffding Tree (b).
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Introduction Cosine Similarity Drift Detector

▪ In the information age, large amounts of data are 
constantly generated over time, which are known 
as data streams. One of the difficulties in dealing 
with streaming data is the fact that the concepts 
(data distribution) can change over time.

▪ These changes in the distribution of the problem 
are known as concept drifts. The speed with which 
such changes occur may be categorized as:

• Abrupt: when the transition from an old to a 
new concept occurs suddenly, or

• Gradual: when such a transition is smooth.

▪ In the process of learning from data streams with 
concept drift, the Cosine similarity measure has 
previously proved to be an excellent metric in 
assessments with imbalanced datasets. 

▪ Our main motivation is the fact that this measure 
had not yet been evaluated as a tool to compare 
the similarity between two data distributions using 
sliding windows to detect concept drifts.

▪ This paper proposes CSDD, a new method that 
compares recent and older data using the Cosine 
similarity and windowing techniques aiming to 
detect concept drifts.

▪ To validate it, experiments were run using both 
synthetic and real-world datasets, and Naive Bayes 
(NB) and Hoeffding Tree (HT) as base learners.

▪ The experimental results show the effectiveness of 
CSDD in scenarios with abrupt and gradual 
changes as it delivered the best results in nearly all 
artificial datasets.

Analysis: Accuracy and Concept Drift Identifications

▪ The results of the experiments suggests the superiority of CSDD against the 
other tested methods on both abrupt and gradual datasets in terms of accuracy 
as well as of the detections of the drifts. However, in the real-world datasets 
the results were not as strong, especially using NB as base learner.

▪ The results of the experiments were also evaluated statistically using a variation 
of the Friedman test in combination with the Bonferroni-Dunn post-hoc test.

• This evaluation confirmed the superiority of CSDD to the other tested 
approaches as it was ranked first in the tests performed with both base 
learners, despite no statistical difference to RDDM, FHDDM and HDDMA.

Conclusion and Future Work

▪ CSDD works very similarly to the Wilcoxon Rank Sum Test Drift Detector (WSTD):
• They monitor predictions of the base classifier using two windows, named as recent and old, and their 

sizes in instances are w and w
2
 , respectively. 

• The number of examples of the older window of data is also limited, as in WSTD, instead of the 
unlimited older window adopted by STEPD.

▪ CSDD receives as inputs a data stream, the sizes of 
the two windows, and the drift and warning levels. 

▪ Two vectors A and B  are used in the calculation of 
the Cosine similarity of the data in the two windows. 

▪ After a concept drift is detected, the necessary 
adjustments in the two windows, two vectors and the 
other local variables are implemented (lines 8-11).

▪ Whenever a new instance of the data stream is 
processed, the required updates and statistics are 
made to the windows (lines 12-13).

▪ The calculations and detections of drifts and warnings 
only occur after the older window is least the same 
size as the recent window, i.e. w instances (line 15).

▪ The computation of the PPV and FDR rates of the two 
windows are associated to the values of the correct 
(r

o
, r

r
) and wrong (w

o
, w

r
) predictions of the classifier, 

to determine the rate calculations that are quantified 
in both windows. To permit the calculations, we 
associated r

o
 and r

r
 to TP whereas w

o
 and w

r
 were 

associated to FP (lines 16-19).

▪ After the computed rates are stored in the vectors, 
the calculation of the Cosine similarity between 
vectors A and B is implemented (lines 22-25).

▪ Finally the tests used to decide the position of drifts 
and warnings are represented (lines 26-29).

▪ Similar findings were obtained in the evaluation using with the Matthews 
Correlation Coefficient (MCC) criterion which confirmed that CSDD was also 
the best method in the detections of concept drifts.

▪ We claim that CSDD surpassed the current state of art detectors, showing 
that the Cosine similarity together with sliding windows and PPV and FDR 
rates can also produce excellent results in the detection of concept drifts.

▪ As future work, we plan to make further experimentation and evaluations of 
the proposed method in order to improve its performance and make it more 
competitive in the real-world datasets. Finally, CSDD should also be evaluated 
using imbalanced datasets.

TABLE I: Mean accuracies in percentage using HT with 95% confidence intervals in 
scenarios of abrupt and gradual concept drifts with artificial and real datasets.

TABLE II: Mean concept drift identifications of the methods in the abrupt datasets 
using NB and HT as base classifiers.
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Fig. 1: Accuracy statistical comparison of the methods using the Friedman test and 
the Bonferroni-Dunn post-hoc test on all tested datasets.


