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Introduction
   The selected features should model data distribution, preserve data 
reconstruction and maintain manifold structure. However, most UFS 
methods don't consider these three factors simultaneously. Motivated 
by this, we propose a novel joint dictionary learning method, which 
handles these three key factors simultaneously. In joint dictionary 
learning, an intrinsic space shared by feature space and pseudo label 
space is introduced, which can model cluster structure and reveal 
data reconstruction. To ensure the sparseness of intrinsic space, the 
l1-norm regularization is imposed on the representation coefficients 
matrix. The joint learning of robust sparse regression model and 
spectral clustering can select features that maintain data distribution 
and manifold structure. 

Approach
   To select the most representative features, we consider the key 
factors. Under the framework of joint dictionary learning, the 
consistent intrinsic space of samples is adaptively learned by feature 
space and pseudo label space, and the accurate cluster labels are 
reconstructed by the intrinsic space. By leveraging the interactions 
between these two goals, we can preserve the data reconstruction 
well and capture accurate cluster structure. 

   Since the cluster structure can reveal the data distribution of 
instances well, we introduce a feature selection matrix W to preserve 
the cluster structure via linear sparse regression, by which the original 
features can be projected into corresponding clusters. The feature 
selection framework based on data distribution is formulated as:

   We expect that the obtained pseudo label space can also preserve 
the local geometric structure of the samples. In other words, similar 
samples should be grouped into the same cluster.

   Putting (1), (2), and (3) together, the proposed approach JDLUFS is 
to solve the following optimization model:

   We employ an alternating optimization strategy to solve the 
proposed optimization problem.

Experiments
   We conduct extensive comparative experiments to evaluate our 
algorithm in terms of both classification and clustering performance. 

   We can see that JDLUFS achieves better Classification Accuracy, 
NMI and ACC than compared methods, which means our model tends 
to select representative features. We can observe that the clustering 
performance doesn’t vary much, which indicates that our method is 
not very sensitive to the parameters γ and δ with wide ranges. The 
experimental results show that our algorithm converges within 30 
iterations and is not sensitive to the dictionary size.

Conclusion
   we propose a joint dictionary learning method for unsupervised 
feature se lect ion,  which considers data d ist r ibut ion,  data 
reconstruction and data local structure simultaneously and seamlessly 
integrates these three key factors into a unified framework. Compared 
with the existing unsupervised feature selection methods preserve 
data reconstruction via matrix factorization, we learn an intrinsic space 
shared by feature space and pseudo label space which can better 
reconstruct cluster labels and reduce reconstruction error. Moreover, 
we adopt linear sparse regression term to maintain the cluster 
structure of samples and l2,1-norm is imposed on feature selection 
matrix to select the most discriminative features.


