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Introduction

Recently, deep learning models such as AlexNet, VGG and ResNet

have achieved great success in image classification tasks. However,

these models are trained in a supervised manner using large amounts of

labeled data. Moreover, these models can only recognize images from

specific classes appearing in training data. Furthermore, in a case that

we have few training samples from some classes, models trained using

these data would perform poorly due to overfitting. Many attempts such

as fine-tuning, data augmentation and dropout are proposed to alleviate

overfitting, however, this problem still exists. Focusing on above issues,

One- or Few-Shot Learning aims to learn new knowledge from one or

few instances under the inspiration of human's quick learning ability.

Methodology

Conclusion

The result of 5-way 1 and 5-shot classification results can be seen on

Table 2.

To figure out what attention module learns, we conduct following three

visualizations: cluster visualization, feature embedding visualization and

attention module visualization, respectively.

Experiment Result

We conduct 5-way 1 and 5-shot classification in all our experiments.

Three public benchmark datasets in our experiments are miniImageNet,

Caltech-UCSD Birds and miniDogsNet.

Prior to experiments, we need to choose cluster number for algorithm.

We post the result of selecting cluster number on Table 1, and we

choose the best one in later experiments.

➢ Spatial Attention Network applies attention module onfeature map to

generate discriminative features.

➢ In the embedding space, features in identical category are grouped

together.

➢ Attention module tries to focus on salient image area with target

objects.
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