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✓ Feature selection techniques keep few informative

features to alleviate the great challenges brought by

high-dimensional data, such as curse of dimensionality

and huge cost of computations.

✓ Without class label, unsupervised feature selection

methods choose a subset of features that faithfully

maintain the intrinsic structure of original data.

✓ Most methods overwhelmingly build a structure by the

exact value of distance. Despite the empirical

availability of high learning performance, they

inevitably impose strict restrictions to the process, it

causes more features to be kept for data representation.

Background

✓ The model of total-order relation:

✓ Local Total-order relation:

Adaptive Neighbors Selection (ANS) selects k (k=γn)

neighbors for each instance. Uniform Neighbors

Serialization (UNS) sorts them with respect to the

distance. Then, we can just calculate the total-order

relation for adjacent instances (Local Total-order).

✓ Unsupervised Feature Selection via Local Total-order

Preservation (FSLTP):

Our method: UFSLTP

Experiments

Motivations

✓ The key challenge centers around constructing an

effective geometric structure to represent the intrinsic

data characteristics.

✓ We form total-order relation to express the comparison

between instances in terms of distance. Features are

selected by minimizing the differences of the relation

calculated before and after feature selection.

Basic idea

[Total-order relation 𝑥𝑗 ≥𝑖 𝑥𝑘]: for three different samples 𝑥𝑖,

𝑥𝑗 , 𝑥𝑘 from dataset X, there is always 𝑑𝑇𝑖𝑗𝑑𝑖𝑗 ≥ 𝑑𝑇𝑖𝑘𝑑𝑖𝑘 ,

where 𝑑𝑖𝑗 = 𝑥𝑖 − 𝑥𝑗 (e.g. Fig 2).

Before feature selection:
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After feature selection:
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✓ Most of the existing classic feature selection methods

can be interpreted from the perspective of similarity

preservation. Whereas the similarity measured in high-

dimensional space mightn’t be qualitatively meaningful

for the curse of dimensionality ， especially when

samples distributed in a nonlinear manifold (e.g. Fig. 1).

✓ In machine learning, the nearest class or cluster is

referenced to label new data, so it’s of vital meaning to

consider the comparison of distance for learning tasks.

Fig. 1. An example of “Swiss roll”. For points A and B on a nonlinear manifold, their

Euclidean distance (length of dashed line) cannot accurately reflect their intrinsic

similarity, as measured by the distance along the manifold (length of solid curve).

✓ The results demonstrate that UFSLTP significantly

outperforms the state-of-the-art methods. Compared to

them, it averagely achieves 31.01% improvement of

NMI and 14.44% in terms of Silhouette Coefficient.

Fig. 2. Total-order

relation 𝑥𝑗 ≥𝑖 𝑥𝑘.




