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✓ In a real environment, new classes of the emerging

instances may appear at any time while instances keep

arriving. For this circumstance, class incremental

learning is proposed as a machine learning framework

to handle the new class instances incrementally.

✓ In many real incremental scenarios, the distribution

between new class instances and the existing ones is

not well balanced. Therefore, how to solve the class

imbalance learning effectively during the process of

class incremental learning is a meaningful research.

Background

✓ The results show that CdIGM averagely achieves 4.01%,

4.49%, 8.81% and 9.76% performance improvement over

SMOTE, OPCIL, OB and SDCIL, respectively. It is proved to

possess the strength of class incremental learning and class

imbalance learning with good accuracy and robustness.

Experiments

✓ Many techniques have been proposed to deal with

class imbalance problem, but they are poor at dealing

with the emerging class scenario.

✓ Some research focuses on discovering emerging new

classes which can be defined as anomaly classes in

data stream, but they cannot solving the class

imbalance problem simultaneously.

Motivations

✓ Framework of Class Incremental Learning(Algorithm 1)

The final goal of class incremental learning is to find a

map 𝑓: 𝑋 → 𝑌, so as to minimize the loss over 𝑆𝐾:



𝑗=1

𝐾

𝐼 𝑓 𝑥𝑖 ≠ 𝑦𝑖 , 𝑖 ∈ 1,2,⋯ , 𝑛𝑗

Class Incremental Learning via CdIGM

Input: Sequence 𝑆𝑘; number set 𝑁; the number of the existing classes 𝑀.

Output: Weight 𝑊 for prediction.

1: Receive supervised instances sets 𝑥𝑖 , 𝑦𝑗 𝑖=1

𝑛𝑗

𝑗=1

𝑀
from sequence 𝑆𝑘;

2: 𝑇 ← 𝑥𝑖 , 𝑦𝑗 𝑖=1

𝑛𝑗

𝑗=1

𝑀
;

3: 𝑊 ← Train multi-classification model for 𝑇;

4: Repeat:

5: Receive a new instance set 𝑥𝑖 , 𝑦𝑗 𝑖=1

𝑛𝑗

𝑗=1

𝑀
from sequence 𝑆𝑘;

6: S← 𝑥𝑖 , 𝑦𝑀+1 𝑖=1

𝑛𝑗

𝑖=1

𝑀
;

7: 𝑇 ← 𝐶𝑑𝐼𝐺𝑀 𝑊,𝑇 ;

8: 𝑀 ← 𝑀 + 1;

9: 𝑊 ← 𝑈𝑝𝑑𝑎𝑡𝑒(𝑊, 𝑇);

10： Until 𝑀 = 𝐾;

Algorithm 1. The Framework of Class Incremental Learning

✓ Central-Diffused Instance Generation Method (CdIGM)

Update the center vector set C.

Receiving instances of a new emerging class

Generate the direction vectors randomly and 

normalize each one to the step Length L.

Loop to generate instances for

each direction vector evenly

until the synthetic instance q

falls into any known class.

The center falls 

into any existing 

class?

Generate instances for each

vector within the distribution

of class K until the synthetic

instance falls out of it to get

new instance set G.

No Yes

Iterate to merge the new synthetic instance set with 

the old one to form a final synthetic instance set.

Fig. 1. Real-time Accuracy on Artificial Data Streams with Different Imbalance Rate




