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Abstract

Most methods rely on spectral clustering to generate pseudo labels to guide feature selection in

unsupervised setting. The construction of adjacency graphs could be affected by the parameters of

kernel functions, the number of nearest neighbors or the size of the neighborhood. However, it is difficult

to evaluate the effectiveness of different graphs in unsupervised feature selection. In this paper, we

propose a novel adaptive multi-graph fusion based unsupervised feature selection model (GFFS). The

proposed model is free of graph selection and can combine the complementary information of different

graphs. Experiments on benchmark datasets show that GFFS outperforms the state-of-the-art

unsupervised feature selection algorithms.
Method

We denote as the data matrix, where is the dimension of features and is

the number of samples. For a given , is the affinity matrix and the

corresponding degree matrix can be constructed to . And as a description of graph, Laplacian matrix

is . For multiple graphs, let be the number of graphs and means any matrix of the set of Laplacian

matrices. So we define the cluster indicator matrix , where is the number of

classes. We propose the objective function for feature selection:
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We selected six datasets to measure the performance of our method and compared with five LSDR

algorithms, i.e. LS, SPEC, MCFS, UDFS, NUFS, and EUFS. We apply three common evaluation metrics,

i.e., classification accuracy (ACC), normalized mutual information , and clustering accuracy to evaluate

the performance.

In this paper, we proposed a novel adaptive graph fusion based unsupervised feature selection (GFFS)

algorithm. Different from the existing models that use either kernel similarity or self-representation to

generate the affinity matrix, GFFS avoids graph selection by automatically learning the weights of graphs

and fusing them in a parameter-free way. Extensive experiments on benchmark datasets validate that the

proposed model outperforms the state-of-the-art unsupervised feature selection methods. In the future

work, we will extend the proposed model to semi-supervised feature selection tasks.

Fig.1: The framework of the proposed adaptive graph fusion for unsupervised feature selection.

Table 1: Classification accuracy (ACC %) of different feature selection methods. Table 2: Clustering performance (NMI %) of different feature selection methods.


